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Wie unser Leben mit Robotern und Kunstlicher Intelligenz aussehen wird,
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Martina

Mara

Die Psychologin
promovierte an der
Univ. Koblenz-Lan-
dauund arbeite-
teim Ars Electroni-
ca Futurelaban der
Schnittstelle von
Kunst und Wissen-
schaft. Seit kurzem
hat sie eine Pro-
fessur fiir Roboter-
Psychologie an der
Univ. Linz.
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daruber scheiden sich die Geister. Medienpsychologin

Martina Mara iiber Angste gegeniiber autonomen Technologien und die Schere zwischen Realitit und Science Fiction-Szenarien.

~Maschinen sollen sich selbst erklaren”

| Das Gespréch fiihrte Doris Neubauer

artina Mara forscht zu psycholo-
Mgischen Aspekten menschendhn-

licher Roboter und leitete am Ars
Electronica Futurelab den Forschungsbe-
reich Robo-Psychology. Seit April ist die
Medienpsychologin auf eine Professur fiir
Roboter-Psychologie an die Universitat Linz
berufen. Sie ist Mitglied im Roboter-Rat des
Infrastrukturministeriums, der Empfeh-
lungen fiir den Umgang mit Kiinstlicher
Intelligenz (KI) erarbeitet.

DIE FURCHE: Kiinstliche Intelligenz gehort be-
reits zu unserem Alltag. Warum braucht es
jetzt eine dsterreichische Strategie?
Martina Mara: Man muss sich {iberlegen,
wie eine menschenfreundliche technolo-
gische Zukunft aussehen kann. Faktoren
der Nutzerakzeptanz spielen hier eine Rol-
le: Wo konnen wir Roboter und KI-Systeme
als Partner, Tools oder Kollegen akzeptieren
und wo nicht? Wie konnen moglichst viele
Menschen einen Benefit vom Fortschritt ha-
ben? Das konnte mehr Freizeit sein oder Un-
terstiitzung bei Tatigkeiten, an denen man
ohnehin keine Freude hat oder die man
wegen korperlicher Einschrankung nicht
durchfiihren kann. Kiinstliche Intelligenz
hat das Potenzial, die Autonomie zu erho-
hen. Aber es gibt auch Bereiche, in denen
man aufpassen muss.

DIE FURCHE: Hier kommen Sie als Roboter-
psychologin in Spiel?

Mara: Genau, ich untersuche etwa, welche
Angste es gegeniiber autonomer Technolo-
gie gibt, woher diese kommen und was man
dagegen tun kann. Auf Basis empirischer
Daten versuchen wir, Empfehlungen fiir In-
dustrie und Technikentwicklung abzulei-
ten. Es spielt eine groBe Rolle, in welchem
Umfeld Roboter oder KI-Systeme zum Ein-
satz kommen. Oder welche Informationen
man Menschen gibt, bevor sie damit zu tun
haben. Im Ars Electronica Center haben wir
untersucht, wie das Publikum auf Roboter -
in diesem Fall ein gruseliger Android - re-
agiert.

DIE FURCHE: Mit welchem Ergebnis?

Mara: Wir haben gepriift, welche Rolle
Vorabinformation bei der Bewertung die-
ser Maschinen spielt. Personen, denen die
Infos iiber eine Kurzgeschichte vermittelt
wurden, waren hier deutlich positiver ein-
gestellt. Sie erlebten die Interaktion mit
dem Roboter als angenehmer. Das passt gut
zu Befunden, wonach durch ,Storytelling*

effektiv neue Konzepte vermittelt werden
konnen. Wichtig scheint mir, dass unerfah-
renen Nutzern kommuniziert wird, was von
einem Roboter zu erwarten ist.

DIE FURCHE: Nicht nur in Science-Fiction-
Geschichten werden Roboter gern sehr men-
schendhnlich dargestellt. Genau davor war-
nen Sie aber. Warum eigentlich?

Mara: Es gibt kaum Zweifel, dass hochgra-
dig menschenahnliche Maschinen unheim-
lich wirken. Wir sprechen vom ,Uncanny
Valley“-Phédnomen, wonach Menschenédhn-
lichkeit nur bis zu einem gewissen Grad
gut akzeptiert wird. Ich mochte das kiinftig
verstarkt erforschen, vermute jedoch, dass
die androide Darstellung Zukunftsangste
schiirt bzw. bestehende Angste noch befeu-
ert. Wenn in jeder Google-Suche diese Bilder
auftauchen, darf es uns nicht wundern, dass
viele denken, im Zentrum der Robotik-For-
schung stiinde die moglichst schnelle Ablo-
se des Menschen.

DIE FURCHE: Diese Angst scheint nicht un-
begriindet. Think-Tanks wie die ,Chine-
se Academy of Social Sciences“ meinen,
dass Roboter binnen zehn bis 20 Jahren die
menschlichen Fihigkeiten iibertreffen wer-
den. Stephen Hawking lief3 uns mit 100 Jah-
ren mehr Zeit. Alles Humbug?

Mara: Auf der einen Seite stehen Utopisten,
die Kiinstliche Intelligenz als Heilsbringer
sehen. Auf der anderen Seite gibt es Dysto-
pisten, die Schreckensszenarien von robo-
tischen Herrenmenschen entwickeln. Die
Mitte erscheint verniinftig. Ich spreche viel
mit Technikern tiber hypothetische Mog-
lichkeiten der Intelligenz. Die groSe Mehr-
heit sagt, dass es keinen praktischen Hin-
weis fiir die Entwicklung von Emotionen
oder Bewusstsein in einer Maschine gibt.
Deshalb finde ich es unverantwortlich, die
Debatte zu befeuern, als stiinden wir kurz
vor einer Ubernahme. Das Unternehmen
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Hanson Robotics tut genau das. Aber sein
Android ,,Sophia“ ist vom bewussten Wesen
gleich weit entfernt wie der ,Schachtiirke®
aus dem 18. Jahrhundert vom Schachwelt-
meister. Statt die Debatte auf Basis von Sci-
ence Fiction zu fiihren, wire es wichtiger,
aktuelle Probleme zu adressieren.

DIE FURCHE: Welche Themen sind aus Ihrer
Sichtdringlich?

Mara: Momentan bedeutet Kiinstliche In-
telligenz, dass ein Algorithmus mit riesigen
Datenmengen gefiittert wird, aus denen er
selbststandig Erkenntnisse generiert. Mitt-
lerweile ist nachgewiesen, dass solche Al-
gorithmen menschliche Stereotype repro-
duzieren. Klar, sie lernen ja auch aus Daten,
die vom Menschen gemacht sind! Das be-
deutet, dass sich etwa alte Geschlechter-Kli-
schees widerspiegeln. Im Google-Translator
wird ein tiirkischer Satz, der sowohl mit , Er
ist Arzt“ wie mit ,Sie ist Arztin“ iibersetzt
werden kénnte, immer zum , Arzt“: Der KI-

99 Roboter sollen uns Arbeit abnehmen, sodass

wir gerade in den Bereichen ttig sein konnen,

in denen wir gut sind. Es gibt Jobfelder, wo man
kiinftig mehr Menschen einsetzen kann. ¢¢

Algorithmus hat gelernt, dass Arzte eher
Manner sind. Das ist gefahrlich, weil Algo-
rithmen wichtige Entscheidungen treffen
- wer zum Vorstellungsgesprach eingela-
den wird oder wer ein Darlehen bekommt.
Wichtig sind daher Systeme, die sich erkla-
ren konnen und transparent machen, was
sie tun und warum. Das ist ein guter An-
satz, der in alle Prozesse integriert werden
miisste, weil er Vertrauen schafft. Wird bei
autonomen Fahrzeugen die Sicherheit opti-
miert, miisste man auch iiber unser Sicher-
heitsempfinden nachdenken.

DIE FURCHE: In den USA gab es bereits das
erste Todesopfer durch ein selbstfahrendes
Uber-Taxi. Welche Auswirkung hat das auf
die Technik-Entwicklung?

Mara: Kurzfristig werden wahrscheinlich
ein paar Entwicklungen und Praxistests in
L~Standby*“ gehen. Der traurige Unfall zeigt ja
leider, wie gefahrlich es ist, noch nicht fer-
tig ausgetestete Technologien auf die Stra-
Be zu setzen bzw. falsche Erwartungen bei
den Nutzern zu wecken. Wenn es aus Sicher-
heitsgriinden noch erforderlich ist, dass In-
sassen niemals den Blick von der StraBe ab-
wenden, darf man das System eben nicht
LAutopilot“ nennen. Langfristig aber ist das
autonome Fahren wohl nicht aufzuhalten.

Roboter-
Psychologie
Derzunehmende
Einsatz intelli-
genter Maschinen
ruft auch Angste
und Vorbehalte
hervor. Die Ro-
boterpsychologie
soll dabei helfen,
autonome Techno-
logie so zu gestal-
ten, dass wir uns
mit ihr wohlfiihlen
konnen.

Die Lobby dahinter ist viel zu groB und im
Endeffekt gibt es wohl auch zu viele Plus-
punkte. Fast alle Experten gehen davon aus,
dass ausgereifte vollautonome Roboterta-
xis im Mittel deutlich sicherer sein werden
als menschliche Fahrer, die vielleicht miide
oder unkonzentriert sind.

DIE FURCHE: Wie sollten Regelungen aus-
sehen, um das Zusammenleben mit Kiinst-
licher Intelligenz zu erleichtern?

Mara: Richtlinien miissen im technischen
Design verankert sein und nicht nachtrag-
lich eingebaut werden. Die europdische Da-
tenschutzgrundverordnung beinhaltet be-
reits kleine Fortschritte in diese Richtung.
Und die Technologien miissen den Daten-
schutzbestimmungen folgen. ,Explainable
machines“ sollten aufgenommen werden:
Viele Techniker sehen bereits die Notwen-
digkeit, dass sich Maschinen erklaren kon-
nen. Das ist auch ethisch und juristisch rele-
vant. Menschen, iiber die durch KI-Systeme
entschieden wird, haben das Recht auf Er-
klarung, warum sie etwa fiir den Job nicht
ausgewdahlt wurden. Meist kann nicht ein-
mal mehr der Programmierer nachvoll-
ziehen, warum ein Algorithmus eine be-
stimmte Entscheidung getroffen hat.

DIE FURCHE: Wie kénnte denn die Co-Existenz
von Mensch und Maschine in 20 Jahren
aussehen?

Mara: Es wird keinen Tag X geben, ab dem
humanoide Haushaltsroboter wie ,Rosie”
bei den ,Jetsons® durchs Wohnzimmer fe-
gen werden. Robotik und KI finden in an-
deren Bereichen statt: Schon heute gibt es
Lagerhallen, in denen kein Mensch mehr ar-
beitet; wir verwenden schlaue Sprachassis-
tenten; und autonome Fahrzeuge werden
bald ofter zu sehen sein. Wir brauchen Zu-
kunftsbilder, die vom Schema der Substitu-
tion — Mensch wird durch Maschine ersetzt
- abgehen und stattdessen komplementére
Mensch-Maschine-Beziehungen zeigen.
Wir miissen KI dort einsetzen, wo ihre Star-
ken liegen, etwa in standardisierbaren Pro-
zessen oder der Datenanalyse. Roboter sol-
len uns Arbeit abnehmen, sodass wir in den
Bereichen tatig sein konnen, in denen wir
gutsind. Es gibtJobfelder, die uns besonders
Freude bereiten und wo man kiinftig mehr
Menschen einsetzen kann. Ein Pflegerobo-
ter sollte die menschliche Pflegekraft nicht
ersetzen, sondern ihr die mechanischen
Aufgaben abnehmen, sodass sie Zeit hat,
sich aufdie Urform der Pflege - den mensch-
lichen Umgang - zu konzentrieren. Man
kann das als naive Vision abtun, oder die
Chance nutzen.



